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Abstract
Research in decision-making has recently begun to emphasize predictive accuracy as the dominant principle for designing 
and evaluating choice models. This emphasis has led to the development of increasingly more precise models of humans’ 
risk preferences, as measured in certain experimental paradigms built upon certainty equivalence testing. In this paper, we 
argue that the level of precision attained by recent choice models is illusory, because human preferences are irreducibly 
noisy, so that overly precise predictions are unlikely to reflect reality. We support this argument by measuring intra-observer 
consistency in choice behavior in two common risk preference paradigms: decisions from description and experience. We 
find that while current choice models of decisions from experience align fairly well with the level of choice consistency 
seen in our experimental data, choice models for decisions from description are significantly more consistent with humans’ 
choices than humans themselves are consistent with their own choices. We also found that models of decisions from descrip-
tion generalize poorly across sessions of choice responses from the same participants, whereas models of decisions from 
experience generalize quite well. A historical model comparison of 16 influential risky choice models on our dataset reveals 
that it is very difficult to improve upon simple expected utility models in predictive ability for aggregate measures of risky 
choices from description. We discuss some theoretical and practical implications of our results.
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Introduction

The certainty equivalence paradigm for measuring risk pref-
erences is one of the workhorses of behavioral economics 
research (Farquhar, 1984). A typical certainty equivalence 
task seeks to elicit the lowest certain amount that some-
one might prefer over a given risky gamble. Beginning with 
Erev et al. (2010), variants of this task have been developed 
and studied using recurring choice prediction tournaments. 
The primary ambition of these tournaments is to potentiate 
the development of models that can make accurate quanti-
tative predictions for risky choice behavior, including the 
reproduction of classic anomalies previously reported in the 
behavioral decision theory literature (Erev et al., 2017).

While models of human decisions have historically been 
assessed using a mix of qualitative insights and quantita-
tive tests, prediction tournaments have focused on making 
quantitatively precise predictions to the exclusion of other 
possible criteria for assessing the feasibility of models (Erev 
et al., 2017). Tournaments are conducted by allowing teams 
to fit choice models to human choices made on some cer-
tainty equivalence problems, and winning models are identi-
fied as the ones that most accurately predict human choices 
for a different set of problems. This paradigm aligns quite 
well with how supervised classification algorithms are 
trained from data (Bishop, 2006). Perhaps as a consequence, 
machine learning models are now both competing and col-
laborating with theory-driven models in more recent predic-
tion tournaments with excellent empirical success (Bourgin 
et al., 2019; Peterson et al., 2021; He et al., 2021).

The empirical success of this research program, given 
its pure predictive emphasis, is measured in terms of the 
correlation of model predictions with human choices. 
Choice models developed through these tournaments have 
gone from explaining about 70% of the variance in human 
choices, as in the baseline models used in Erev et al. (2010) 
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to explaining more than 90% of the variance in human 
choices, as in the BEAST model presented in Erev et al. 
(2017). Machine learning models built using features iden-
tified as important by BEAST are able to approach test set 
values even more closely (Bourgin et al., 2019; Peterson 
et al., 2021).

However, this empirical success is more than a little 
surprising, given the irreducibly stochastic nature of risky 
choices (Bhatia and Loomes, 2017). If someone asks you to 
either pick 20 tokens of cash for certain or a gamble that will 
pay 100 tokens 20% of the time, it is very likely that your 
response may vary across multiple elicitations (Luce and 
Suppes, 1965). Then, if someone uses one of these elicita-
tions to construct a dataset to fit a theory of decisions under 
risk, the theory would be unable to account well for one out 
of the two behavioral instances. In plain language, given the 
intuitively fickle nature of human choices, can we actually 
expect choice models to predict them as well as they pres-
ently seem to be doing? This is the question we ask and try 
to answer in this paper.

While it has been historically evident intuitively that 
there is considerable variability in peoples’ choices, recent 
research has begun to quantify the extent of this variabil-
ity in risky choices. Fudenberg et al. (2019) use certainty 
equivalent judgment data on a 100 point scale for risky 
choices from Bruhin et al. (2010) to show that cumulative 
prospect theory (CPT) is able to accommodate almost all the 
reducible error in this dataset, such that any predictive model 
that is operating using the same data features as CPT, viz. 
each individual problem’s description, should not be able to 
reduce the MSE more than about 5% below CPT results. In 
contrast, state-of-the-art predictive choice models obtain an 
MSE reduction of nearly 50% compared to CPT (Peterson 
et al., 2021; He et al., 2021).

This paradox of excess predictability is the target of our 
examination in this paper. Since Fudenberg et al. (2019) 
work with certainty equivalent judgments while predictive 
models tend to work with aggregates of binary choices, their 
findings do not directly constrain the high levels of model-
data correlation seen in recent choice models, which tend 
to target revealed preferences for options, averaged across 
individuals. For a more direct comparison, we design and 
implement a test-retest paradigm of risky choice behavior, 
following an experimental paradigm identical to the one 
used in Erev et al. (2010).

Fudenberg et al. (2019) demonstrate that no possible 
model that sees certain problem parameters could perform 
better than simply looking up entries from a table containing 
past certainty equivalent responses for a particular problem 
(described using the same parameters) for each participant, 
and use this prediction limit to argue that cumulative pros-
pect theory is already near-optimal in predicting certainty 
equivalent judgments. Since we analyze aggregate choices 

rather than certainty equivalent judgments, we interpret the 
correspondence between human choice proportions made 
for problems in one session and choices made for the same 
problems in a different session as a similar benchmark for 
aggregate measures of risky choice behavior. By treating 
the choices elicited in the first session as an ideal model for 
themselves, we measure the correspondence such a perfect 
model would have with the data, if it had been collected on 
a different day.

Methods

Design

A set of expectation-matched risky choice problems were 
presented to each participant, at a gap of at least a week over 
the course of three weeks, following the protocol schema-
tized in Fig. 1. Two experiments were conducted, testing for 
choice consistency in decisions from description and experi-
ence respectively.

In each experiment, as shown in Fig. 1, each participant 
solves 30 problems per week, with half the problems seen 
in Week 1 being repeated during Week 2, and the other half 
repeating in Week 3.

Throughout this paper, we will refer to data from our 
own experiment as Repeated Risk (RR), in the specified 
context of decisions from description or experience. We 
hereby specify labels for different subsets of our data for 
easier navigation. A subset with only fresh presentation of 
all problems is RR-F ∈ { A1,B1,C,D}, a subset of problems 
with repeated elicitations is RR-R ∈ { A1,B1,A2,B2 }. Further, 

Fig. 1   Experiment design. For each participant, problem space is ran-
domly divided into four equal subsets. Half of the problems presented 
in Week 1 are repeated in Week 2 (subset A), and the other half in 
Week 3 (subset B). Week 2 and 3 repeated problems are interspersed 
with remaining problems (subsets C and D)
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the first presentation of repeated problems is called RR1 ∈ 
{ A1,B1 } while the second presentation of repeated problems 
as RR2 ∈ { A2,B2 }. The subset of problems, which were not 
repeated, are RR0 ∈ {C,D}.

The problem space used in our experiments is the Estima-
tion set in the first Technion Choice Prediction Tournament 
(TCPT2010) consisting of 60 problems (Erev et al., 2010). 
We hosted the experiments online and participants were 
able to participate at their convenience. Participants were 
recruited from the university campus where the study was 
conducted. Email reminders were sent every week to all par-
ticipants. The study protocol was reviewed and approved by 
a university IRB.

Decisions from Description

In decisions from description (DFD), for each problem, 
participants were asked to choose between risky and safe 
choices, given explicit payoff and probability descriptions. 
Participants responded to 30 unique problems each day, 
with each problem presented only once on any given day. 
Problem order was randomized across participants, and 
within participants for repeat presentations as indicated in 
Fig. 1.

A total of 58(19 female, 39 male) participants completed 
the experiment, without compensation. Following the pro-
tocol used in Erev et al. (2010) we presented no outcome 
feedback following choice selections. However, feedback 
was provided for one of the randomly selected problems at 
the end of each day of the experiment as a notional payoff.

The one-shot DFD paradigm used is identical to the 
one used in Erev et al. (2010). This also parallels other 
large-scale risk preference elicitation protocols  (Bruhin 
et al., 2010). However, subsequent prediction tournaments 
have used a modified version of this paradigm. In these tour-
naments, participants respond to a choice problem multiple 
times in the same sitting, with the first few trials conducted 
without feedback, and the remaining trials conducted with 
feedback about both payoffs received and foregone after 
each choice (Erev et al., 2017; Plonsky et al., 2019; Bourgin 
et al., 2019).

Choice Models

In the Technion competition, the interesting baseline model 
is Cumulative Prospect Theory (CPT) given by Tversky 
and Kahneman (1992) suggesting that the decision makers 
choose the prospect with the highest subjective probability 
weighted value.

As we mentioned above, the winner of the first DFD tour-
nament was a logistic regression model (Erev et al., 2010). 
This model predicts the proportion of risky choices based on 
a linear relationship with the predictor variables — which 

in this case were the parameters of the problem and the 
expected value difference.

A special model has been designed for the special para-
digm of decisions from description with feedback (Erev 
et al., 2017). This complex model attempts to computation-
ally unite dynamic expected utility estimation with stochas-
tic implementations of four cognitive biases. The resulting 
Best Estimate and Sampling Tools (BEAST) model was used 
as a baseline model for the fourth and fifth prediction tour-
naments, and has proved extremely difficult to beat, with 
tournament winners being mostly minor variants of BEAST, 
and performing statistically identically (Erev et al., 2017; 
Plonsky et al., 2019).

Decisions from Experience

In decisions from experience (DFE), we instantiated the 
sampling condition of the Technion tournament  (Erev 
et al., 2010). A total of 25 male and 22 female participants 
completed the experiment. The experiment was presented 
to the participant as a series of games representing each 
problem — the parameters of which were derived from the 
problem space as described above. Instructions were fol-
lowed by two practice games which were played under the 
guidance of the experimenter to ensure that the participant 
understood the game. The actual experiment started after 
the participant consented to continue the experiment, after 
playing the practice games.

For each game, the participant was able to view two but-
tons corresponding to safe and risky choices respectively. In 
the sampling stage, clicking on any one of the buttons, one at 
a time, revealed one outcome for that option, sampled from a 
Bernoulli trial corresponding to the conditions of the gamble. 
These sampling trials were inconsequential, and participants 
were free to sample outcomes as many times as they wanted. 
Once they had sampled sufficiently many outcomes, they 
explicitly indicated a desire to make a final consequential 
selection with a button press. In this selection stage, they 
clicked on any of the outcomes once, and this outcome was 
considered the final outcome of the game. All participants 
were nominally paid a base participation fee of INR 100. 
However, a random game’s outcome was selected at the end 
of three sessions which was scaled such that the final payoff 
was bracketed between INR 0 to 200 for each participant.

Choice Models

The best baseline model for decisions from experience in 
the first prediction tournament was a primed sampler that 
draws � samples from the gamble, where � is uniformly dis-
tributed from 1 to 9, and selects the option which has the 
greater average value based on these sampled values (Erev 
et al., 2010).
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The winning model in this competition was an ensem-
ble model which makes decisions by sampling one of four 
equally weighted decision rules (Erev et al., 2010). Of these, 
the first decision rule is the baseline model as described 
above. The second decision rule is a variant of the first rule 
where � is drawn from the observed distribution of sample 
sizes in the observed data, upper-bounded at 20. The third 
decision rule is a stochastic cumulative prospect theory 
model. The final rule is a stochastic implementation of the 
priority heuristic (Brandstätter et al., 2006). However, since 
the winning model was not significantly better than the base-
line model in decisions from experience in the Technion 
tournament (Erev et al., 2010), we used only the baseline 
model in our evaluations.

Response Variables

For every problem presented in both paradigms above, par-
ticipants make a binary decision between a risky prospect 
and safe prospect. Each participant’s response to each prob-
lem is recorded. Additionally, the proportion of participants 
taking the risky alternative for every problem is represented 
as the problem’s Risky Choice Rate (R-rate). We record 
R-rates for all problems in both decisions from description 
and experience paradigms.

Decisions from experience, however, involve another 
latent decision of when to stop sampling. Measuring the 
consistency of this additional decision is also potentially of 
interest for informing models of information search within 
the context of decisions from experience (Hills and Her-
twig, 2010; Markant et al., 2015; Srivastava et al., 2016). To 
this end, we also record the number of samples the decision 
maker takes before committing to a final choice (henceforth 
sampling duration).

Finally, in decisions from experience, an observer is pre-
sented with two choices that can altogether result in any of 
three unique payoffs. Observers that terminate information 
search before seeing each of the three possible outcomes 
at least once will make their final choice without actually 
understanding the problem structure. The minimum num-
ber of trials an observer would expect to make to see three 
unique outcomes is three. So, to obtain a clearer view of 
on-task behavior in DFE, we also separately report our met-
rics for all observations with sampling duration (SD) greater 
than 2.

Measuring Choice Consistency

If risk preferences have low inherent stochasticity at the 
cohort level, we expect the R-rate (relative number of times 

the risky option is selected by participants) for a problem 
to be consistent across repeated elicitations. To quantify 
this consistency, we compute the Pearson correlation coef-
ficient between observed and predicted R-rates across all 
tested problems. In the special case of repeated problems, 
using the R-rates seen in the second elicitation as predic-
tors for the first week’s values yields a simple consistency 
measure. This measure is additionally attractive for offering 
a direct interpretation in terms of percentage of variance 
explained (Erev et al., 2010).

However, using any one measure of consistency is likely 
inadequate, since such measures make hidden assumptions 
about the distributions of the variables being compared, e.g., 
that they are approximately normally distributed. Therefore, 
we report two additional measures.

We report Mean squared distance (MSE) to gauge the 
drift between the observed and predicted R-rates across 
problems. We also report the proportion of agreement PAgree , 
as calculated in Erev et al. (2010), as an additional cohort-
level measurement of consensus in choices. This is set to 
1 for a problem if both predicted and observed R-rates are 
greater than or less than 0.5; otherwise it is set to zero. We 
report this value, averaged across all tested problems, in 
percentage terms, following convention (Erev et al., 2010).

It is quite possible that more robust measurements of test-
retest consistency may be possible using a more sophisti-
cated generative model of the task  (Wall et  al.,  2021). 
However, the robustness of such measures depends on the 
soundness of the generative model to the task, which is itself 
unknown. In conjunction with the fact that the choice model-
ling literature has historically focused on reporting the three 
statistical measures mentioned above (Erev et al., 2010, 
2017; He et al., 2021), this paper is better served by report-
ing choice consistency using the same measures.

If risk preferences have low inherent stochasticity at the 
individual level, we expect participant responses to the same 
problem to be consistent across repeated elicitations. We 
measure this individual-level intra-rater reliability using 
Cohen’s � (Landis and Koch, 1977). For our context with 
agreement to be measured only for binary choices, this is 
simply

where po is the number of consistent choices made by an 
individual across all repeated problems divided by the total 
number of choices made by that individual during any one 
presentation of these problems and pe is the probability of 
random agreement, calculated using the base risky choice 
proportions calculated within participants. We report median 

� =
po − pe

1 − pe
,
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intra-rater reliability across participants, unless stated 
otherwise.

Results

In all analyses reported below, we refer to our data sources 
as follows. Data collected in our experiments are denoted as 
coming from RR (Repeated Risk). Training datasets from 
the first Technion tournament will be referred to TE (Tech-
nion Estimation), and from the competition datasets from 
the same tournament as TC (Technion Competition). We 
use both DFD and DFE datasets from all these data sources. 
Data from the mixed paradigm used in Erev et al. (2017) will 
be referred to as EEP.

Predicting Choice Proportions

Decisions from Description

Table 1 summarizes consistency metrics calculated for our 
DFD experiment’s data, presented alongside human-model 
consistency metrics reported previously on existing datasets.

When we use the cohort’s R-rate calculated during 
repeated presentations of problems to predict their own 
R-rate during the first presentation of the same problems, 
we obtain a correlation of about 0.85 which is consistent 
with the baseline model predictions on both tested and 
trained datasets. That is, the baseline model predicts peo-
ples’ choices about as well as their own responses to the 
same problems during retesting predict their responses in 
the first session. However, this correspondence is not seen 
in individual level statistics, with the empirical test-retest � 
being considerably larger than the baseline model’s �.

Thus, we see that peoples’ own choices for the same 
choice problems vary considerably across sessions. If peo-
ple respond differently to the same problem when they see it 
again, with all other factors remaining constant, it is impos-
sible for a model that uses only individual problem charac-
teristics to predict both responses correctly Fudenberg et al. 
(2019). The test-retest statistics we report in Table 1 imply 
limits on the predictability of risky choice behavior, in a 
manner that we make more precise below in Section 3.2.

Table 2 summarizes results from a model generalizability 
analysis we used to assess test-retest consistency mediated 
by parametric model fits123. Through this analysis, we seek 
to identify how well models fit to responses from partici-
pants fit responses to the same problems by the same par-
ticipants on a different day.

We note that the models, when fit to the entirety of the 
RR dataset, evince goodness-of-fit statistics nearly identical 
to the ones reported in the Technion Tournament for the TE 
dataset (Erev et al., 2010). However, these goodness-of-fit 
statistics deteriorate considerably when we measure them on 
one session’s data after having fit the models on the other 
session’s data. For instance, the winning model’s data-model 
correlation drops by about 10% and MSE rises by more than 
100%. Similar deterioration in fit is seen when we try to 
transfer model fits from TE to the whole RR dataset.

Most interestingly, we see that baseline as well as win-
ning models from the Technion 2010 tournament regress to 
goodness-of-fit values not exceeding the test-retest bench-
mark value when we train them on one session’s data and try 
to predict the other session’s choices. Thus, at least empiri-
cally, there appears to be a limit to how well data fit to one 
session predicts the other session’s behavior for the same 
set of participants, one that closely matches the test-retest 
correlation between the two sessions’ data.

This observation illuminates the central paradox of 
modelling risky choices we highlight in this paper: they 
are highly variable even within individuals, but individual 
choice elicitations cannot represent this variability. Thus, 
models that seek to optimize fits to individual choice 

Table 1   DFD: retest reliability. Retest reliability (data-data) agree-
ment statistics presented alongside model-data statistics reported 
from different data sources. Scatterplot between two elicitations of 
R-rate corresponding to first row in Fig. 6

Data sources and models are specific to DFD. Label notations in text
a claimed in Erev et al. (2010)
2claimed in Erev et al. (2017)

Observed Predictor Correlation MSE � PAgree

RR1 RR2 0.85 0.0116 0.32 82%
TE BM 0.851 0.09a 0.22 95%1

WM 0.921 0.0099a 0.23 88%1

TC BM 0.861 0.08a 93%1

WM 0.941 0.012a 90%1

EEP BEAST 0.952 0.0098a −

3  {Reported, Estimated} fits for Winning model on TE dataset: �
0
 

= {1.004,0.415}, �
1
 = {0.012, 0.0097}, �

2
 = {0.066, 0.058}, �

3
 = 

{0.410, -0.4288}, �
1
 = {1.417, -1.508}, �

2
 = {0.317, 0.349}, �

3
 = 

{0.621, 0.596}. MSE = {0.0099, 0.0099}

2  {Reported, Estimated} fits for Baseline model on TE dataset: � 
= {0.7,0.846}, � = {1, 0.995}, 

�
 = {1, 1.11}, � = {0.65, 0.68}, � = 

{0.65, 0.38}. MSE = {0.09, 0.0197}

1  Please note that when we implemented the models from Erev et al. 
(2010), the parameter values given in the original paper could not 
reproduce the results for TE and TC. But when we fitted our own 
parameter values for TE dataset (which are remarkably different), 
we could reproduce the results for the Winning model but not for the 
Baseline model. Additionally, the � statistic for the TE dataset men-
tioned in the table is estimated using our model implementation and 
fits found for TE dataset.
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Table 3   DFE: retest reliability. Choice agreement indicators to esti-
mate test-retest reliability between repeated problems in the first row 
presented alongside model-data statistics reported from different 

data sources. For each indicator, we also separately report values for 
observations with sampling duration greater than 2. The last two col-
umns present the retest reliability of sampling duration

Data sources and models are specific to DFE. Label notations in text. WM = Winning Model (ensemble), BM = Baseline Model (primed sam-
pler) in Erev et al. (2010)
aclaimed in Erev et al. (2010)

Correlations MSE � PAgree Correlation SD

Observed Predictor All SD > 2 All SD > 2 All SD > 2 All SD > 2 All SD > 2

RR1 RR2 0.89 0.88 .0137 0.019 0.33 0.39 93% 94% 0.61 0.56
TE BM 0.88a − 0.0171 − 0.25 0.25 95%a − − −

WM 0.92a − 0.00991 − − − 95%a − − −
TC BM 0.80a − 0.02441 − 0.19 0.2 82%a − − −

WM 0.80a − 0.01871 − − − 83%a − − −

Table 2   DFD: generalizability analysis. Choice agreement indica-
tors with best fit predictions from baseline (BM = CPT) and win-
ning (WM = Logistic Regression) choice models (TCPT2010) using 

training dataset predicting on test dataset. Observed versus predicted 
R-rate for each set of observations is presented in Appendix 5

Data sources and models are specific to DFD. Label notations in text

Train Test Model Correlation MSE � PAgree

RR-F RR-F BM 0.82 0.01 0.09 84%
WM 0.93 0.004 0.12 89%

TE RR-F BM 0.74 0.025 0.12 84%
WM 0.83 0.023 0.14 81%

RR1 RR2 BM 0.71 0.018 0.13 82%
WM 0.84 0.011 0.10 88%

RR2 RR1 BM 0.78 0.017 0.08 80%
WM 0.87 0.011 0.14 80%

elicitations can end up being more precise than the very 
phenomenon they are seeking to explain, and thus generalize 
poorly to other elicitations of the same phenomenon.

Decisions from Experience

Table 3 summarizes consistency metrics calculated for our 
DFE data, presented alongside human-model consistency 
metrics for all datasets.

The main observation here is that the range of human-
human correlations and agreement proportions seen in our 
data includes the corresponding model-human measure-
ments reported on the estimation set in Erev et al. (2010). 
Since the winning ensemble model in this tournament was 
not significantly better than the simple primed sampler base-
line, our observation is consistent with the possibility that 
a simple primed sampler model might be the best possible 
model for predicting R-rates in the decision from experi-
ence task.

This possibility is also supported by an additional analy-
sis. Separate from the values reported in Table 3, we also 

calculated the intra-rater reliability of our participants on 
the subset of problems where the expected value difference 
between the observed practice sequences was almost identi-
cal (within 5% of the smallest payoff outcome in the dataset) 
across the two presentations. In contrast with the moderate 
values � ∈ {0.33, 0.33} seen for the full set of problems, 
we find high reliability � ∈ {0.73, 0.78} on this subset of 
problems across observers. That is, when the same people 
observe the same expected value differences again, they 
make the same choices, consistent with the decision criteria 
of the simple primed sampler model. This finding also offers 
a possible explanation for the gap between the empirical and 
model � seen in DFE. The baseline primed sampler does not 
take observation history into account and so performs worse 
than humans themselves in predicting their prior choices.

Unlike the case for decisions-by-description, we find that 
models fit to one session’s data are able to generalize very 
well to the other session’s data, showing correlation drops 
of about 5% and MSE increases of about 2% from values 
seen when we fit the model to both sessions’ data. This large 
difference in generalization ability across the two paradigms 
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is particularly noteworthy. Whereas decisions by descrip-
tion have been used prolifically by experimentalists for their 
simplicity, psychologists have consistently championed the 
use of decisions-by-experience as being more consistent 
with humans’ natural information ecosystem (Hertwig and 
Erev, 2009), and thus more likely to yield valid psychologi-
cal explanations for choice behavior.

Finally, as noted above, the DFE paradigm actually 
involves two decisions per problem presentation — an overt 
risk preference, and a latent information search stopping 
decision governing when to stop sampling and make a final 
choice. As shown in last column of Table 3, human-human 
correlations for sampling duration in repeated problems for 
all observations is 0.61, dropping to 0.56 when only obser-
vations with sampling duration greater than two are con-
sidered. These values indicate reasonable benchmarks for 
the predictability of sampling duration in decisions from 
experience.

Interestingly, this value is approached by a recent trial-by-
trial sampling duration model that incorporates the influence 
of expected value difference, order-dependent variability in 
observation sequences, and the expectation of seeing all 
three outcomes at least once before committing to a deci-
sion in predicting sampling duration in such decisions from 
experience (Srivastava et al., 2016).

Interpretation of Results

We measured the test-retest consistency of response choices 
in certainty equivalence experiments by correlating the 
decision-related behavior for the same problem by the same 
participant, separated by over a week in two standard risky 
choice paradigms.

By doing so, we fulfilled two inter-related goals. One, 
we obtained a direct characterization of the degree of natu-
ral variability in human observers’ revealed preferences in 
certainty equivalence experiments as currently conducted, 
previously hinted at theoretically as in Bhatia & Loomes 
(2017), or estimated indirectly as in Fudenberg et al. (2019). 
Two, we identify an interesting benchmark for how precisely 
cognitively realistic models of humans’ risky choices could 
be expected to match empirical choice data.

For decisions from description, we found that partici-
pants’ own future choices predicted at most about 70% of 
the variability in their previous choices on the same choice 
problems, and suggest this as a reasonable benchmark for 
prediction performance for realistic choice models of one-
shot decisions from description. While model-data correla-
tions greater than this value may be technically possible, 
as is evident from the results of multiple prediction tour-
naments (Erev et al., 2010, 2017) and other recent stud-
ies (He et al., 2021; Peterson et al., 2021), our results show 
that such out-performance cannot be treated as evidence of 

model superiority, since the model is likely to show worse 
fits if tested on data from the same participants collected on 
a different occasion, assuming the participants were just as 
inconsistent in their choices across sessions as participants 
in our experiment.

We presented empirical evidence for such worse fits 
across sessions in our results above. It is also possible to 
present a theoretical argument that such drops in correla-
tions must necessarily occur for sufficiently high values of 
model-data correlations seen in any one session. In particu-
lar, assuming X is response data obtained during the first ses-
sion of our experiment, Y is response data obtained during 
the second session of our experiment, and Z are a model’s 
predictions for the second session’s data, a well-known sta-
tistical identity shows that,

which, when viewed as a quadratic inequality in �ZX , implies 
an upper bound on �ZX as

For example, as illustrated in Fig. 2, the correlation 
between the model’s predictions and the first session’s data 
cannot be greater than this upper bound. For �XY = 0.85 (as 
measured in our experiment) and an over-precise �YZ = 0.98 , 
the greatest possible �ZX = 0.94 . In general, as we can see 
from Fig. 2, given the estimate of �XY obtained in our experi-
ment, model-data correlations above 0.95 become unreliable 
as goodness-of-fit indicators, as seeing such a large correla-
tion for one session’s data renders it statistically impossible 
to see equally high correlations for a different session’s data. 
Thus, model-data correlations larger than this value cannot 
be reliably used for model selection. Note that this theoreti-
cal limit would apply irrespective of normality or i.i.d sam-
pling assumptions on the random variables X, Y, Z.

Another perspective from which we can view this limit 
is to appreciate that a good model should yield good MSE 
estimates across multiple elicitations of the R-rate across all 
problems. If the R-rate for the same problem is 0.2 when I 
ask participants about it on Monday, and 0.8 if I ask them 
about it on Friday, then the best model would predict an 
R-rate of 0.5, thereby incurring a minimum irreducible MSE 
of 0.09 for that problem in both datasets.

For average R-rate across data elicitations to differ 
by an MSE of 0.012 as in our dataset, under normality 
assumptions on the nature of the shift, the average abso-
lute shift size per problem would be approximately 0.11. 
An omniscient predictive model would perfectly identify 
the direction of this shift per problem, and minimize the 
cumulative MSE across the shifts by placing its prediction 

�2
XY

+ �2
YZ

+ �2
ZX

≤ 2�XY�YZ�ZX + 1,

�ZX ≤ �XY�YZ +

√

(1 − �2
XY
)(1 − �2

YZ
).
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halfway between them (mean predictive shift = 0.055). If 
this predictive model had an MSE of approximately 0.02 
originally, as is the case for state-of-the-art theory-guided 
neural models (Peterson et al., 2021), and hence an aver-
age absolute deviation of about 0.14 from the real value, 
adding equi-probable shifts of size 0.055 in either direction 
will increase the MSE to approximately 0.023. Thus, our 
MSE estimate of test-retest variability suggests that for 
models in the 0.02 MSE range, MSE differences of up to 
15% (and perhaps even larger) are unreliable differentiators 
of predictive ability.

From either perspective, we note that our results place 
constraints on the ability to interpret goodness-of-fit sta-
tistics, whether mediated by considerations of parameter 
complexity or not, as evidence for model superiority. At 
sufficiently high levels of correspondence between choice 
models and choice data, model predictions become too pre-
cise to be trustworthy as indicators of a model capturing 
something specific about the phenomenon being modelled 

rather than the dataset being fitted. Thus, extremely high 
goodness-of-fit values in decisions-by-description may be 
fundamentally illusory — they are derived correctly in a 
purely technical sense, but better reflect a model’s ability 
to fit choice data than its ability to actually predict choices.

Our results for decisions-from-experience stand out in 
clear contrast to the paradoxical results seen in our DFD 
analysis. Not only do the best models for DFE not report 
goodness-of-fit statistics significantly better than our test-
retest benchmarks, they also generalize well from one ses-
sion to another. The superior robustness of DFE models 
in our analysis is doubly reassuring. On the one hand, it 
supports the case that these models are indeed explaining 
real aspects of the choice process in DFE paradigms. On 
the other, it also suggests that our experiment design and 
analytic tools are not fundamentally biased against the pos-
sibility of finding consistency in choice models.

Historical Model Performance Analysis

Our test-retest analysis revealed a close correspondence 
between the data-data correlation seen in our experiments 
and model-data correlations shown by fairly simple mod-
els of risky choice for both decisions from description and 
experience. In conjunction with recent indications that CPT 
is close to optimal in explaining certainty equivalence judg-
ments (Fudenberg et al., 2019), these observations suggest 
that these test-retest consistency measures are reasonable 
benchmark values for choice models to target.

On this account, simple baseline models in predic-
tion tournaments are already close to optimal in explain-
ing choice in experimental risky choice paradigms; more 
complex models possibly improve empirically upon these 
baselines by having been over-fit to specific datasets. We 
decided to explore this possibility by means of a historical 
model comparison. We followed the methodology presented 
recently in He et al. (2021), selecting 16 models of risky 
choice in chronological order from the literature for their 
prominence in the field and seeing how well they predict 
our data (Table 4).

Table 4   DFE: generalizability analysis. Choice agreement indicators with best fit predictions from baseline model (TCPT2010) on RR subsets 
presented alongside similar indicators where the best fit parameters from training dataset are used to predict on test dataset

Data sources and models are specific to DFE. Label notations in text. BM = Baseline Model (simple primed sampler) in Erev et al. (2010)

Train Test Model Best fit parameter Correlations MSE � PAgree

RR-F RR-F BM 3 0.89 0.0234 0.284 88%
TE RR-F BM 4 0.82 0.0266 0.253 89%
RR1 RR2 BM 3 0.86 0.0254 0.272 92%
RR2 RR1 BM 3 0.84 0.0297 0.237 87%

Fig. 2   Upper bound on other session’s correlation with model. Given 
less than perfect correlation between responses measured across 
two different sessions, this plot shows the theoretical upper limit of 
model-data correlation possible for the second session’s data (y-axis) 
for a model that shows different levels of correlation with one ses-
sion’s responses (x-axis). Different line plots show how this relation-
ship changes as a function of the data-data correlation itself
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Methods

We implemented a total of 16 prominent risky models of 
choice for decisions from description paradigm. The names 
and reference paper for each model are given in Table 5. We 
followed the model implementation provided by He et al. 
(2021) and performed model optimization to recover the 
parameter fits.

Deterministic predictions from models were passed 
through a stochastic logistic function to emit the choice 
probability per problem. We define choice probability as 
the probability that second option of the two given is cho-
sen. For all the results reported below, we trained the model 
parameters on the Technion Prediction Tournament Estima-
tion (TE) dataset, and calculated performance metrics using 
our dataset RR-F as a held-out test set.

We used max likelihood estimation to fit all parameters. 
For each model optimization, the optimization routine was 
run 10 times using different starting point parameters and 
we picked the one with the minimum negative log likeli-
hood function value, where log likelihood is defined by 
[
∑N

i

∑M
yi log(ŷi) + (1 − yi)log(1 − ŷi)] , where yi is the 

observed choice, ŷi is the predicted choice (0 if first option 
was chosen, 1 otherwise) for ith problem of N problems and 
M is the number of subjects.

Finally, we used the predictions for each model to cal-
culate the four response variables described in the first sec-
tion, three cohort level statistics namely MSE, correlation 
and PAgree ; and one individual binary choice statistic � . 
If baseline models are already near-optimal in predicting 
risky choice behavior, we expect to see model performance 
asymptote close to the empirical test-retest benchmark value 
fairly early in the historical sequence.

Results

Each plot in Fig. 3 shows the historical trend of the four 
response variables. For every response variable, the 

test-retest benchmark is calculated using our dataset RR 
where the observed choice comes from the first elicitation 
of the problem (RR1) while the predicted choice comes 
from the second elicitation of the same problem (RR2). 
The models are laid out in chronological order from 
left to right in Fig. 3, starting with a random heuristic 
corresponding to a flip of a coin, representing the worst 
possible performance.

Broadly speaking, Fig.  3 bears out our expectation: 
we see performance closely approaching the test-retest 
benchmark (TRB) levels on all three aggregate measures for 
even the simplest baseline model of risky choice — expected 
value maximization, with subsequent models surprisingly 
unable to improve on this performance level. Thus, our 
historical analysis supports the view that simple models of 
risky choice already explain nearly all available interesting 
aggregate-level trends in participant behavior in decisions 
from description, and further supports the case for test-retest 
benchmark values across these performance measures as 
interesting targets for model-data correlation.

We note, however, that there appears to be considerable 
scope for improvement in predicting individual-level 
performance in risky choice tasks. As is evident from 
Fig. 3, � is considerably below the test-retest benchmark 
value for nearly all models, with more recent models 
showing better agreement with human judgments than EV 
and EU models, which are close to random in predicting 
individual-level behavior. Thus, while classic expected 
utility models are adequate to explain aggregate economic 
behavior in risky choice, more complex choice models 
like prospect theory are considerably better in predicting 
individual choices (Glöckner and Pachur, 2012).

Discussion

We see that historically ancient EV and EU models of risky 
choice are able to make large improvements in all consist-
ency measures on our dataset over a random predictor. More 

Fig. 3   Historical Analysis for 
DFD-RR dataset. In a given 
plot, every dot corresponds to 
the respective evaluation sta-
tistic [MSE, PAgree , Kappa and 
Correlation] per model arranged 
in chronological order. Param-
eters correspond to the best fit 
found for TE dataset. Horizontal 
red line is the test-retest bench-
mark value for each statistic
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interestingly, this excellent performance for these models 
leaves minimal room for genuine improvement in predict-
ability, such that all models’ predictions show approximately 
the same fit with our data as these classic models. We also 
note with interest that, in our evaluation, the best fit models 
closely approached the test-retest benchmark values for all 
aggregate response variables, without (significantly) exceed-
ing them.

These observations lead us to speculate that test-retest 
consistency measures may offer an interesting threshold for 
model-data correspondence, such that goodness-of-fit values 
up to this threshold may reliably indicate superior ability to 
explain behavior, but values beyond it may simply be arti-
facts of model complexity leading to over-fitting to dataset-
specific properties.

As we document in Fig.  4, MSE values lower than 
our benchmark value have been reported recently in the 
literature (Plonsky et al., 2019; He et al., 2021; Peterson 
et al., 2021). There are two possible explanations for such 
results, not necessarily mutually exclusive. One, the value 
we have calculated is a point estimate that does not express 
any information about its variability across datasets. It 
is possible that it may vary slightly across datasets, 
depending on the distribution of R-rates across problems 
within them, which in turn may depend on problem 
selection, population characteristics, and experiment 
protocol variations.

Two, it is also possible that complex models are able to 
represent subtle variations within specific datasets they are 
trained on, and even empirically generalize in a limited sense 
to other data points in the same dataset across cross-valida-
tion splits due to test set reuse, but are unable to general-
ize to truly unseen datasets, a phenomenon called adaptive 
over-fitting (Roelofs, 2019). In fact, as recent work in sta-
tistical learning demonstrates, it is possible for sufficiently 
complex models to empirically generalize even systematic 
functional mappings from noise to random labels (Zhang 
et al., 2021). Thus, it is becoming evident in the statistical 
learning literature that sufficiently complex models can fit 
labels to datasets with very high levels of precision, but are 
unable to generalize to repeat elicitations of the same data 
itself (Recht, 2019).

In this regard, it is interesting to note that whereas 
complex parametric models, extremely liable to over-fit-
ting to the test set under leaderboard conditions (Dwork 
et al., 2015), report MSE values much lower than the test-
retest MSE benchmark value  (Plonsky et al., 2019; He 
et al., 2021), a recent neural network model trained on a 
very large dataset, and potentially protected from over-fit-
ting by the use of dropout (Srivastava et al., 2014), reports 
MSE values almost exactly coinciding with our benchmark 
value (Peterson et al., 2021).

In summary, the results of our historical analysis suggest 
that progress in modelling risky choices from description 
at an aggregate level has been somewhat illusory for the 

Fig. 4   Reported prediction trend 
in recent complex models of 
risky choice on different data-
sets compared with prediction 
estimates on DFD-RR (Fresh) 
in the backdrop of number of 
parameters required for fitting. 
Left ordinate = test retest 
benchmark — MSE, right ordi-
nate = number of parameters 
corresponding to each model
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past several decades, that some improvements in capturing 
individual level variations in choice behavior have 
occurred, and that there still remains considerable scope for 
improvement in predicting individual level risky choices. 
These conclusions are broadly in concordance with earlier 
studies that have sought to measure the reliability of choice 
models (Glöckner and Pachur, 2012).

General Discussion

Given that human choices are irreducibly noisy, how well 
could we reasonably expect choice models to track human 
choices? In this paper, we tried to answer this question by 
measuring test-retest consistency in responses to the same 
risky choice problems asked one week apart to participants. 
If humans, looking at the same problem again, are unable 
to select the same response as they selected previously, how 
could we expect models looking at the same problem to do 
so?

We found that, whereas models can be fitted to yield 
very high goodness-of-fit statistics, testing them on data 
collected from the same participants and for the same 
problems on a different day yields goodness-of-fit values 
that closely match test-retest consistency values. Thus, 
test-retest consistency measures appear to offer reasonable 
performance benchmarks for the predictability of risky 
choice behavior. Our results suggest that goodness-of-
fit statistics significantly higher than these benchmarks 
have a high probability of regressing towards them if the 
same experiment is replicated on a different day. In fact, 
we demonstrate with a theoretical argument that, for 
sufficiently high model-data correlations, given our test-
retest consistency values, it is guaranteed that a second 
session’s data will show lower correlations with the model.

As in the analysis used by Fudenberg et al. (2019), it 
is important to note that these benchmarks apply only to 
models that use only problem-specific information to emit 
choices. In principle, both participants and models may 
use information from alternative sources, e.g., the order 
in which problems are seen, extremely high or low payoffs 
incurred during one session etc. that may not be replicated 
in retest sessions. Thus, it is possible for choice models that 
take such influences into account to fit data from both ses-
sions better by taking these additional sources of informa-
tion into account. Such models may be differentiated using 

goodness-of-fit statistics beyond the test-retest benchmarks 
we have identified in this paper. Separate experiments fixing 
problem order etc. are needed to establish similar bench-
marks for such models.

Nonetheless, our benchmarks still apply to a large num-
ber of choice models, including all the ones covered in 
our historical analysis, choice tournament winners (Erev 
et al., 2010, 2017; Plonsky et al., 2019), and several state-
of-the-art proposals (He et al., 2021; Peterson et al., 2021). 
Since problem descriptions remain unchanged across elicita-
tions in our design, and all these models use only problem 
descriptions to produce choice predictions, the test-retest 
benchmarks identified in our experiments clearly apply for 
them.

The unexpectedly high precision seen in several recent 
models of decisions from description (Erev et al., 2010, 
2017; He et al., 2021; Peterson et al., 2021) appears to 
be most consistent with the possibility that they have 
been subtly over-fit to the test set, a problem endemic 
to prediction tournaments with leaderboards  (Dwork 
et  al., 2015). Such a conclusion would also resolve the 
mystery of over-performance beyond statistical expectation 
for risky decisions from description calculated in Fudenberg 
et al. (2019). Put together with the asymptotic trends seen in 
our historical model comparison, these results indicate that 
generalized expected utility maximization is a near-optimal 
model of decisions from description in certainty equivalence 
settings, and alternative models have very little scope for 
improvement in predicting aggregate choices before they 
begin to over-fit to training data.

Here, we don’t mean over-fitting in the narrow technical 
sense of being able to generalize across train-test set splits 
from the same dataset. Rather, we reference it in the more 
general sense of complex models being able to show good 
performance only in highly specific settings (Yarkoni, 2022). 
In contrast, simple expected value models generally yield 
reasonable correspondence with data across a wide variety of 
elicitation conditions and datasets in risky choice paradigms. 
If complex models cannot yield competitive performance 
on unseen datasets without having to first train extensively 
on them, we show that it becomes difficult to trust any 
theoretical conclusions drawn from the model having been 
fit very well to one data set in particular for modelling risky 
choices, because the dataset contains a single sample of an 
inherently stochastic process.
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For risky decisions from experience, we found that par-
ticipants’ own future choices again predicted at most about 
70% of the variability in their previous choices on the same 
choice problems. Unlike in the case of decisions from 
description, we found substantial agreement in the amount 
of variance in responses captured by a primed sampler 
model presented in Erev et al. (2010) with our benchmark 
values, suggesting that the primed sampler model is already 
close to an optimal predictor for this task. This conclusion 
is also supported empirically in prediction tournaments with 
winning models unable to improve significantly upon the 
baseline (Erev et al., 2010). We also found additional evi-
dence supporting the use of an expected value difference 
criterion for deciding such decisions from experience, fur-
ther supporting the plausibility of the primed sampler as a 
near-optimal model of the DFE task.

The disjoint pattern of results seen across both decisions 
from description and from experience in our experiments is 
consistent with a fairly common-sensical explanation. We 
saw that choices across sessions were maximally consist-
ent within individuals ( 𝜅 > 0.7 ) when the same person saw 
a sequence of samples that yield approximately the same 
expected value difference between lotteries on both occa-
sions. When sequences with different expected value dif-
ferences are included, the choice-level consistency for deci-
sions from experience reduces considerably ( � = 0.33 ), 
becoming nearly equivalent to that seen in decisions from 
description ( � = 0.32 ). Thus, the sampling history for a 
DFE trial contains much information about the individual’s 
upcoming choice.

Therefore, a crucial difference between DFE and 
DFD modelling is that DFE models have access to the 
sequence of samples drawn before each choice is made, 
data that are clearly relevant to an observer’s choice. The 
presence of such rich data, prior to each binding choice 
being made, permits DFE models to be simpler and more 
mechanistic in design, since much of the explanation of the 
observer’s choice lies within the data itself. On the other 
hand, DFD models have basically no more information 
than what generalized expected utility models can use, and 
therefore it becomes unrealistic to expect better fits to data 
without complexifying models. Thus, our conclusion that 
expected utility models are already explaining most of the 
explainable variance in decisions from description should 
not be unexpected. If the only prediction target for data from 
such experiments remains aggregate choice proportions, 

overly complex models cannot genuinely improve upon 
simple models that are already using prospect information 
appropriately.

For modelling studies focusing exclusively on choice 
proportions in the decisions from description paradigm, 
our results suggest a shift towards evaluating choice models 
based on their ability to predict individual choices, or iden-
tify individual-level differences, as attempted in, e.g., Glöck-
ner and Pachur (2012) (see also Chuang and Schechter, 2015 
for a broader review of such efforts). More generally, our 
results favor modelling (Gonzalez & Dutt, 2011) and theo-
retical (Stewart et al., 2006) proposals that seek to bridge 
the gap between decisions from experience and decisions 
from description instead of trying to optimize for accuracy in 
any one paradigm. Such proposals commonly impute some 
degree of sampling of simulated lottery outcomes as the 
mechanistic link between the two types of decisions. Thus, 
response variables sensitive to such mechanistic claims 
should be treated as prediction targets in conjunction with 
raw choice data.

Recent studies measuring gaze data in conjunction with 
choices in decisions from description have uncovered 
interesting inconsistencies between classic models’ 
predictions and the actual link between gaze and choice in 
decisions from description, showing for instance that gaze 
duration predicts choices, but valuations don’t predict gaze 
durations (Glöckner et al., 2012; Stewart et al., 2016), 
and stimulating several new theoretical proposals (Smith 
and Krajbich,  2019; Gluth et  al.,  2020; Sepulveda 
et al., 2020). In line with these exciting developments, 
by showing that goodness-of-fit to choice proportions 
can no longer differentiate models beyond a certain 
threshold, this paper highlights the necessity of shifting 
towards studying decisions from description using a wider 
repertoire of response variables. Paralleling the imperative 
to unite explanations from both brain and behavior in 
the context of decision-making, our results suggest that 
good models of choice behavior must be differentiated 
based on consilience with mechanistically meaningful 
and observable decision correlates, rather than relying 
exclusively on statistical model selection (Glimcher & 
Rustichini, 2004).

More broadly, increases in computing power and 
data collection capabilities are placing larger datasets 
and more complex models within the reach of behavior 
scientists (Peterson et al., 2021). It has even been suggested 

389Computational Brain & Behavior  (2022) 5:378–396



that, since psychological constructs are frequently difficult 
to test in designs that control for all possible confounds, 
the field may benefit from ignoring explanation in favor of 
seeking to maximize prediction using large amounts of data 
to implicitly control for the large number of confounds that 
bedevil small sample studies (Yarkoni & Westfall, 2017). 
While this is an enticing prospect, for good science to 
happen prediction and explanation must advance in 
tandem (Kuhn, 1970).

This article presents a case example emphasizing the need 
for caution before permitting prediction to overtake explana-
tion in psychological science, for instance, by treating deep 
neural networks as scientific models of behavior (Cichy & 
Kaiser, 2019). We show that predictions generated by com-
plex models trained on large datasets may end up being too 
precise to be meaningful if the stochasticity underlying pre-
diction targets is not properly recognized. The classic prac-
tice of obtaining test-retest consistency measures for predic-
tion targets, as demonstrated in this article, can help prevent 
such mishaps across a variety of behavioral tasks, reining 
in models from making over-precise predictions based on 
single samples of highly stochastic events.

Finally, we note that an appreciation of fundamental 
limits on the predictability of many forms of behavior 
is a necessary, but not sufficient condition, for engaging 
with the generalizability crisis confronting behavioral 
research, wherein researchers use quantitative 
measurements that are weakly related to the underlying 
qualitative phenomenon they are actually interested 
in understanding  (Yarkoni,  2022). As part of the 
commodification of science, researchers are frequently 
tempted to substitute precision of prediction or measurement 
in place of precision of understanding as markers of 
scholarly achievement  (Stark & Saltelli,  2018). Since 
behavioral constructs are intrinsically noisy, behavioral 
disciplines have had to bear the brunt of this generalizability 
crisis disguised as a replication crisis (Maxwell et al., 2015; 
Loken & Gelman,  2017). Constructs that vary within 
individuals across multiple elicitations, therefore, must 

be subjected to special cautions in both measurement and 
interpretation. We show in this paper  that risky choice 
proportion in certainty equivalence experiments is one such 
construct and, therefore, should be treated accordingly.

Appendix A. List of Evaluated Models

Table 5   Models for historical analysis

Prominent risky choice model labels as used in the paper in chrono-
logical order, and the reference paper for implementation details

Evaluation statistics estimated

Model Label Reference Paper

EV 1700
EUT 1738
Target Fishburn (1977)
Cert Eq.  Handa (1977)
PT  Kahneman and Tversky (1979)
Regret  Bell (1982)
Disapp.  Jia et al. (2001)
Dual(hyp)  Yaari (1987)
Dual(Quad)  Yaari (1987)
Cum PT  Tversky and Kahneman (1992)
CPT LBW  Lattimore et al. (1992)
DFT  Busemeyer and Townsend 

(1993)
CPT Prelec  Prelec (1998)
Aspiration  Diecidue and Van De Ven 

(2008)
TPTWinner  Erev et al. (2010)
DDFT  Bhatia (2014)
Evaluation statistics reported
BEAST Erev et al. (2017)
CPCWinner Erev et al. (2017)
PsychForest Plonsky (2017)
ContextNN Peterson et al. (2021)

390 Computational Brain & Behavior  (2022) 5:378–396



Appendix B. Data: Problems and Responses

Here, we report the actual problems used in our experiment 
for completeness, and show scatter plots corresponding to 

Table 6   DFD: observed 
response variables. The 60 
problems from Estimation set 
in Technion Choice Prediction 
tournament in columns 2–5. 
Observed risky choice rate 
for four subsets of our dataset 
(RR) alongside the observed 
R-rate for TE dataset in the last 
column. Data subsets labels 
specified in text

Risky Prospect Safe Observed Risky choice rate

Problems High Low P(High) Medium RR1 RR2 RR RR-F TE

1 −0.30 −2.10 0.96 −0.30 0.19 0.19 0.21 0.22 0.20
2 −0.90 −4.20 0.95 −1.00 0.20 0.17 0.22 0.24 0.20
3 −6.30 −15.20 0.30 −12.20 0.59 0.59 0.58 0.57 0.60
4 −10.00 −29.20 0.20 −25.60 0.83 0.63 0.72 0.76 0.85
5 −1.70 −3.90 0.90 −1.90 0.53 0.40 0.47 0.50 0.30
6 −6.30 −15.70 0.99 −6.40 0.32 0.35 0.40 0.43 0.35
7 −5.60 −20.20 0.70 −11.70 0.76 0.80 0.77 0.76 0.50
8 −0.70 −6.50 0.10 −6.00 0.81 0.70 0.72 0.72 0.75
9 −5.70 −16.30 0.95 −6.10 0.51 0.35 0.42 0.47 0.30
10 −1.50 −6.40 0.92 −1.80 0.29 0.36 0.38 0.40 0.15
11 −1.20 −12.30 0.02 −12.10 0.81 0.75 0.79 0.81 0.90
12 −5.40 −16.80 0.94 −6.40 0.56 0.59 0.59 0.59 0.10
13 −2.00 −10.40 0.05 −9.40 0.43 0.51 0.48 0.47 0.50
14 −8.80 −19.50 0.60 −15.50 0.72 0.79 0.75 0.72 0.70
15 −8.90 −26.30 0.08 −25.40 0.76 0.62 0.71 0.76 0.60
16 −7.10 −19.60 0.07 −18.70 0.74 0.59 0.62 0.64 0.55
17 −9.70 −24.70 0.10 −23.80 0.77 0.67 0.69 0.71 0.90
18 −4.00 −9.30 0.20 −8.10 0.64 0.64 0.58 0.55 0.65
19 −6.50 −17.50 0.90 −8.40 0.67 0.50 0.68 0.74 0.55
20 −4.30 −16.10 0.60 −4.50 0.10 0.24 0.16 0.12 0.05
21 2.00 −5.70 0.10 −4.60 0.40 0.44 0.41 0.40 0.65
22 9.60 −6.40 0.91 8.70 0.27 0.14 0.26 0.31 0.05
23 7.30 −3.60 0.80 5.60 0.44 0.53 0.44 0.40 0.15
24 9.20 −9.50 0.05 −7.50 0.47 0.33 0.39 0.41 0.50
25 7.40 −6.60 0.02 −6.40 0.74 0.74 0.72 0.71 0.90
26 6.40 −5.30 0.05 −4.90 0.85 0.64 0.67 0.69 0.65
27 1.60 −8.30 0.93 1.20 0.19 0.29 0.28 0.28 0.15
28 5.90 −0.80 0.80 4.60 0.38 0.45 0.41 0.40 0.35
29 7.90 −2.30 0.92 7.00 0.47 0.38 0.42 0.45 0.40
30 3.00 −7.70 0.91 1.40 0.52 0.65 0.58 0.55 0.40
31 6.70 −1.80 0.95 6.40 0.33 0.33 0.32 0.31 0.10
32 6.70 −5.00 0.93 5.60 0.56 0.48 0.47 0.47 0.25
33 7.30 −8.50 0.96 6.80 0.38 0.41 0.37 0.34 0.15
34 1.30 −4.30 0.05 −4.10 0.86 0.69 0.72 0.74 0.75
35 3.00 −7.20 0.93 2.20 0.40 0.40 0.40 0.40 0.25
36 5.00 −9.10 0.08 −7.90 0.59 0.56 0.56 0.57 0.40
37 2.10 −8.40 0.80 1.30 0.29 0.29 0.26 0.24 0.10
38 6.70 −6.20 0.07 −5.10 0.62 0.55 0.57 0.59 0.65
39 7.40 −8.20 0.30 −6.90 0.88 0.75 0.76 0.76 0.85
40 6.00 −1.30 0.98 5.90 0.34 0.28 0.31 0.33 0.10
41 18.80 7.60 0.80 15.50 0.54 0.50 0.58 0.62 0.35

the correlation values reported in the main text to verify that 
no statistical anomalies confound our interpretation of the 
correlation numbers (Tables 6 and 7) (Figs. 5 and 6).
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Table 6   (continued) Risky Prospect Safe Observed Risky choice rate

Problems High Low P(High) Medium RR1 RR2 RR RR-F TE

42 17.90 7.20 0.92 17.10 0.31 0.46 0.38 0.34 0.15
43 22.90 9.60 0.06 9.20 0.84 0.89 0.86 0.84 0.75
44 10.00 1.70 0.96 9.90 0.20 0.28 0.25 0.24 0.20
45 2.80 1.00 0.80 2.20 0.57 0.32 0.42 0.47 0.55
46 17.10 6.90 0.10 8.00 0.38 0.63 0.50 0.43 0.45
47 24.30 9.70 0.04 10.60 0.43 0.50 0.44 0.41 0.65
48 18.20 6.90 0.98 18.10 0.30 0.35 0.35 0.34 0.10
49 13.40 3.80 0.50 9.90 0.21 0.25 0.24 0.24 0.05

50 5.80 2.70 0.04 2.80 0.70 0.80 0.69 0.66 0.70
51 13.10 3.80 0.94 12.80 0.31 0.38 0.35 0.33 0.15
52 3.50 0.10 0.09 0.50 0.45 0.62 0.49 0.43 0.35
53 25.70 8.10 0.10 11.50 0.21 0.24 0.26 0.28 0.40
54 16.50 6.90 0.01 7.00 0.57 0.77 0.66 0.60 0.85
55 11.40 1.90 0.97 11.00 0.50 0.46 0.48 0.48 0.15
56 26.50 8.30 0.94 25.20 0.50 0.57 0.48 0.43 0.20
57 11.50 3.70 0.60 7.90 0.35 0.42 0.43 0.43 0.35
58 20.80 8.90 0.99 20.70 0.34 0.31 0.37 0.40 0.25
59 10.10 4.20 0.30 6.00 0.40 0.32 0.42 0.47 0.45
60 8.00 0.80 0.92 7.70 0.38 0.44 0.42 0.41 0.20
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Table 7   DFE: observed response variables. The 60 problems from Estimation set in Technion Choice Prediction tournament in columns 2–5

Risky Prospect Safe Observed Mean Sampling Duration Observed Risky Choice Rate

Problems High Low P(High) Medium RR1 RR2 RR RR-F TE RR1 RR2 RR RR-F TE

1 −0.30 −2.10 0.96 −0.30 9.72 8.61 11.55 12.70 10.79 0.33 0.39 0.62 0.43 0.50
2 −0.90 −4.20 0.95 −1.00 14.19 11.31 11.74 11.98 10.11 0.77 0.85 0.64 0.78 0.64
3 −6.30 −15.20 0.30 −12.20 15.25 10.04 12.50 13.78 14.47 0.50 0.46 0.57 0.52 0.65
4 −10.00 −29.20 0.20 −25.60 12.22 11.41 12.51 13.15 11.16 0.37 0.37 0.59 0.39 0.58
5 −1.70 −3.90 0.90 −1.90 12.50 10.04 10.96 11.43 10.26 0.63 0.75 0.60 0.70 0.62
6 −6.30 −15.70 0.99 −6.40 10.68 8.27 11.65 13.26 10.00 0.82 0.82 0.66 0.83 0.59
7 −5.60 −20.20 0.70 −11.70 12.58 10.32 11.57 12.09 11.47 0.84 0.74 0.61 0.80 0.65
8 −0.70 −6.50 0.10 −6.00 21.92 13.35 16.36 18.07 14.11 0.42 0.42 0.60 0.33 0.54
9 −5.70 −16.30 0.95 −6.10 11.43 10.10 11.25 11.78 11.26 0.71 0.76 0.63 0.74 0.62
10 −1.50 −6.40 0.92 −1.80 12.05 16.10 13.68 12.63 12.26 0.85 0.80 0.60 0.83 0.69
11 −1.20 −12.30 0.02 −12.10 17.37 9.95 16.85 19.70 11.90 0.26 0.32 0.59 0.17 0.50
12 −5.40 −16.80 0.94 −6.40 11.89 10.11 11.91 12.65 11.15 0.79 0.89 0.63 0.80 0.57
13 −2.00 −10.40 0.05 −9.40 19.00 14.04 15.25 15.85 10.35 0.13 0.30 0.59 0.13 0.50
14 −8.80 −19.50 0.60 −15.50 12.09 9.00 11.55 12.83 12.10 0.61 0.74 0.63 0.65 0.59
15 −8.90 −26.30 0.08 −25.40 20.43 16.61 16.86 16.98 11.60 0.30 0.26 0.59 0.28 0.55
16 −7.10 −19.60 0.07 −18.70 26.96 11.87 17.78 20.74 11.00 0.13 0.13 0.62 0.20 0.52
17 −9.70 −24.70 0.10 −23.80 15.26 11.96 15.41 17.13 15.10 0.52 0.30 0.61 0.41 0.56
18 −4.00 −9.30 0.20 −8.10 18.38 16.63 16.44 16.35 11.15 0.29 0.38 0.61 0.35 0.55
19 −6.50 −17.50 0.90 −8.40 8.94 8.29 10.54 11.37 14.90 1.00 0.82 0.65 0.96 0.60
20 −4.30 −16.10 0.60 −4.50 14.62 14.38 12.10 10.80 10.85 0.27 0.23 0.53 0.26 0.48
21 2.00 −5.70 0.10 −4.60 15.67 15.14 13.15 12.24 9.05 0.33 0.33 0.58 0.26 0.58
22 9.60 −6.40 0.91 8.70 13.52 10.68 10.70 10.72 9.53 0.72 0.80 0.59 0.74 0.58
23 7.30 −3.60 0.80 5.60 13.15 10.96 11.00 11.02 11.16 0.73 0.73 0.60 0.76 0.63
24 9.20 −9.50 0.05 −7.50 9.41 7.82 11.32 12.61 15.26 0.24 0.29 0.59 0.15 0.58
25 7.40 −6.60 0.02 −6.40 16.10 10.90 13.48 14.65 8.89 0.29 0.14 0.57 0.24 0.50
26 6.40 −5.30 0.05 −4.90 16.14 12.57 14.54 15.43 13.89 0.14 0.14 0.60 0.22 0.65
27 1.60 −8.30 0.93 1.20 11.40 6.65 9.26 10.39 8.79 0.75 0.80 0.59 0.74 0.63
28 5.90 −0.80 0.80 4.60 13.82 9.68 11.49 12.59 11.05 0.57 0.75 0.65 0.65 0.64
29 7.90 −2.30 0.92 7.00 14.61 12.74 11.65 11.11 11.05 0.70 0.61 0.60 0.78 0.62
30 3.00 −7.70 0.91 1.40 15.44 13.63 13.19 12.93 10.16 0.70 0.93 0.63 0.74 0.64
31 6.70 −1.80 0.95 6.40 12.31 8.88 11.79 12.80 11.00 0.44 0.75 0.65 0.63 0.53
32 6.70 −5.00 0.93 5.60 10.00 6.64 10.08 12.17 10.95 0.71 0.82 0.64 0.70 0.54
33 7.30 −8.50 0.96 6.80 16.26 12.95 11.77 11.28 11.10 0.68 0.79 0.60 0.78 0.60
34 1.30 −4.30 0.05 −4.10 16.80 14.04 13.56 13.30 11.35 0.28 0.28 0.64 0.33 0.48
35 3.00 −7.20 0.93 2.20 9.86 10.05 10.13 10.17 12.80 0.82 0.73 0.61 0.80 0.55
36 5.00 −9.10 0.08 −7.90 19.84 14.84 14.70 14.63 14.60 0.40 0.20 0.53 0.35 0.49
37 2.10 −8.40 0.80 1.30 12.64 11.44 11.65 11.76 10.90 0.64 0.68 0.59 0.65 0.51
38 6.70 −6.20 0.07 −5.10 15.74 11.95 13.98 14.83 10.90 0.21 0.16 0.62 0.20 0.55
39 7.40 −8.20 0.30 −6.90 18.56 11.13 14.28 16.48 12.65 0.38 0.50 0.67 0.43 0.57
40 6.00 −1.30 0.98 5.90 12.31 8.50 12.05 13.28 13.50 0.81 0.81 0.67 0.89 0.61
41 18.80 7.60 0.80 15.50 11.33 9.67 10.58 10.93 9.37 0.72 0.78 0.61 0.76 0.61
42 17.90 7.20 0.92 17.10 14.52 8.10 10.33 11.35 11.11 0.57 0.62 0.66 0.74 0.67
43 22.90 9.60 0.06 9.20 10.00 6.94 10.11 11.35 10.32 0.83 0.83 0.65 0.87 0.62
44 10.00 1.70 0.96 9.90 14.30 14.04 12.67 11.98 10.47 0.83 0.74 0.66 0.85 0.57
45 2.80 1.00 0.80 2.20 13.92 10.88 10.97 11.02 20.32 0.62 0.85 0.62 0.63 0.71
46 17.10 6.90 0.10 8.00 16.13 11.04 11.96 12.41 9.37 0.17 0.35 0.55 0.22 0.60
47 24.30 9.70 0.04 10.60 13.52 9.71 12.81 14.89 12.32 0.26 0.16 0.55 0.28 0.55
48 18.20 6.90 0.98 18.10 13.46 9.00 11.53 13.07 9.37 0.71 0.64 0.66 0.74 0.64
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Table 7   (continued)

Risky Prospect Safe Observed Mean Sampling Duration Observed Risky Choice Rate

Problems High Low P(High) Medium RR1 RR2 RR RR-F TE RR1 RR2 RR RR-F TE

49 13.40 3.80 0.50 9.90 15.69 9.77 11.89 13.09 9.21 0.35 0.65 0.60 0.35 0.59
50 5.80 2.70 0.04 2.80 16.17 9.22 12.06 13.48 10.32 0.35 0.35 0.58 0.33 0.52
51 13.10 3.80 0.94 12.80 10.61 7.43 9.65 10.76 8.95 0.87 0.78 0.67 0.83 0.60
52 3.50 0.10 0.09 0.50 11.52 10.14 11.82 12.59 11.85 0.29 0.19 0.63 0.37 0.44
53 25.70 8.10 0.10 11.50 14.23 11.92 12.89 13.43 9.00 0.35 0.15 0.57 0.33 0.49
54 16.50 6.90 0.01 7.00 24.60 16.35 16.26 16.22 13.40 0.30 0.10 0.59 0.24 0.56
55 11.40 1.90 0.97 11.00 15.21 12.86 12.23 11.85 9.55 0.75 0.82 0.66 0.78 0.62
56 26.50 8.30 0.94 25.20 13.70 9.39 10.81 11.52 14.25 0.74 0.83 0.65 0.76 0.61
57 11.50 3.70 0.60 7.90 14.52 10.28 11.49 12.15 10.00 0.64 0.68 0.60 0.63 0.54
58 20.80 8.90 0.99 20.70 13.31 8.96 11.35 12.70 12.90 0.69 0.69 0.63 0.72 0.65
59 10.10 4.20 0.30 6.00 14.63 12.79 12.29 12.02 10.10 0.42 0.42 0.66 0.46 0.55
60 8.00 0.80 0.92 7.70 16.83 13.54 12.07 11.30 10.20 0.83 0.75 0.65 0.78 0.54

Observed Mean sampling duration and risky choice rate are presented alongside similar statistics for TE dataset as the column in the respective 
sub-heading. Data subset labels specified in text

Fig. 5   Scatterplot between 
observed and predicted R-rate 
for Decisions from description 
data subsets Predicted R-rate 
by baseline (BM) and winning 
(WM) model from Technion 
Choice Prediction tournament 
as trained on indicated datasets, 
plotted against the observed 
choice in the test dataset (indi-
cated in respective subplot)
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